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1 Paragraph 14 of the law states that ”no one shall drive a wagon along the streets

of Rome or along those streets in the suburbs where there is continuous housing after
sunrise or before the tenth hour of the day, except whatever will be proper for the
transportation and the importation of material for building temples of the immortal
gods, or for public works, or for removing from the city rubbish from those buildings
for whose demolition public contracts have been let” (Johnson et al., 1961).
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This paper reveals how exposure to noise pollution increases violent crime. To identify the causal effect of
noise pollution, I use daily variation in aircraft landing approaches to instrument noise levels. Increasing
background noise by 4.1 decibels causes a 6.6% increase in the violent crime rate. The additional crimes
mostly consist of physical assaults on men. The results imply a substantial societal burden from noise
pollution beyond health impacts.
� 2022 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Noise pollution is one of the oldest known externalities. Its reg-
ulation dates as far back as ancient Rome, when Julius Caesar
banned noisy wagons from driving at night through the streets of
the capital in the Law of Caesar on Municipalities, 44 B.C.1 Today,
noise is arguably much more widespread, with sources from traffic,
industry, and construction affecting millions. In fact, airports and air
traffic alone expose a staggering 4.2 million Europeans to high noise
levels on a daily basis (EEA., 2019). Despite its scope and long history
in regulation, there is relatively little evidence regarding the damage
resulting from noise exposure. One well documented fact is that
noise exposure produces biological responses and annoyance
(Guski et al., 2017), which can act as precursors of aggression and
socially very costly violent crimes (Berkowitz, 1974; Chalfin, 2015).
No direct evidence yet exists showing aggressive behavioral
responses to noise exposure.

This paper estimates the contemporaneous effects of exposure
to noise pollution on violent crime. I investigate municipalities
close to Frankfurt Airport (FRA) in Germany to solve two main
obstacles to noise impact estimations. First, causal effects of noise
are difficult to identify, because self-selection into location co-
determines noise levels and violence, while noise variation within
location over time can be correlated with unobserved events
affecting violence. FRA offers a natural experiment for variation
in noise levels to circumvent the endogeneity issues. I use a safety
rule based on wind conditions that dictates whether aircraft land
eastward or westward as an instrumental variable for noise. If
wind conditions render the normal landing path unsafe, aircraft
pass a different set of municipalities, inducing daily exogenous
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variation in noise levels. The research design effectively compares
violent crime rates on days with additional aircraft noise to days
without such noise after netting out location and date fixed effects.

Second, noise data with variation over time and space is extre-
mely rare. One of the few instances where noise is routinely
recorded is in the vicinity of airports. To document the noise pollu-
tion originating from air traffic, affected populations and munici-
palities install noise meters recording sound levels over long
periods of time. I use data from 12 such monitoring stations under
the FRA landing approach paths, reported as daily averages in deci-
bels (dB). The observed measures allow me to estimate the dose–
response effects of noise on violence.

I find that exposure to noise pollution causes an increase in the
rate of violent crime. A 1 dB increase in average noise levels raises
the violent crime rate by 1.6%. The majority of additional violence
occurs between 6a.m. and 6p.m., indicating that barfights and
nightlife are not the main drivers. Most additional violence is
directed at male adults, consistent with noise exposure triggering
unspecific aggression that becomes visible in the most susceptible
group for violent behavior. The strongest effects appear in summer,
when avoidance behavior (e.g., staying inside) is less attractive and
people are more directly exposed to outdoor noise pollution. More-
over, the increase in violent crime is explained by additional phys-
ical assaults, which are more prone to external stimuli than is
premeditated crime.

The estimated effect of noise on violence implies substantial
social costs of ambient noise pollution. European air traffic yields
more than 1,000 additional victims per year. Extrapolating the esti-
mates to people affected by road traffic noise in Europe and the
United States, 235 million people in total (EPA, 2001; EEA.,
2019), a 2 dB noise reduction would reduce the number of violent
crime victims in excess of 27,000 annually, yielding total crime
costs of up to $2,968 million. Moreover, the estimates are informa-
tive for airport noise externalities. Using the reduced form esti-
mates directly, a typical international airport like FRA raises the
violent crime rate by 6.6%. For every one million people exposed
to the 4.1dB higher noise level from landing aircraft, 246 additional
violent crimes are committed per year.

To exclude confounding channels as explanations for the
increase in violence, I investigate clearance rates and air pollution.
There is no evidence of preemptive responses in policing behavior
in the data, as the clearance rates of violent crimes are unaffected
by noise changes. I can also exclude air pollution as a possible con-
founding channel, as the results are robust to both the inclusion of
ambient air pollution controls and the wind-related diffusion of air
pollution. Another concern is that a short-term treatment just tem-
porarily shifts violence incidents from days before or after the
treatment. Robustness tests with lags and leads in the instrument
show no indication of temporal shifting and imply that the noise-
induced violence adds cases to total violent crime. The evidence
also supports reasonable confidence in the external validity of
the results. Although the data is collected in municipalities near
the airport, the results are not confined to a peculiar population.
The 30 km long descent paths used in the empirical analysis affect
municipalities with large populations and average socio-economic
characteristics.

This paper contributes to a small and emerging literature on the
impact of noise pollution. Boes et al. (2013) exploit a permanent
change in flight paths at Zurich airport and use yearly model-
based noise exposure maps to analyze health effects in the Swiss
Household Panel. Using a fixed-effects model, they find that air-
craft noise produces sleep difficulties and headaches. Zou (2020)
shows that the presence of wind turbines leads to suicide rate
increases using temporal and spatial variation from new installa-
tions in a reduced form estimation. In a randomized experiment
with textile workers in Kenya, Dean (2021) shows that workplace
2

noise reduces productivity by impairing cognitive functions. When
a car engine is added to the factory setting, noise levels increase by
6.7 dB and output is reduced by 3%. Using a hedonic pricing
approach based on a quality of life survey, Praag et al. (2005) esti-
mate the noise damages of Schiphol Airport in Amsterdam. Focus-
ing on health, an epidemiological literature connects noise to heart
disease (Selander et al., 2009; Kraus et al., 2013), diabetes
(Sørensen et al., 2013), increased blood pressure (Jarup et al.,
2008), lowered cognitive performance of children (Haines et al.,
2001; Hygge et al., 2002), and reduced sleep quality (Griefahn
et al., 2006; Basner, 2008). The World Health Organization states
that traffic-related noise costs at least one million healthy life years
in the countries of western Europe each year (WHO, 2011).

A recent literature links criminal activity to other environmen-
tal factors. Ranson (2014) and Heilmann and Kahn (2019) show
that heat episodes increase violent behavior. Doleac and Sanders
(2015) find that additional light hours from Daylight Saving Time
reduce the incidence of robberies. Moreover, environmental pollu-
tion affects criminal activity. Lead exposure increases juvenile
delinquency (Aizer and Currie, 2019), and air pollution increases
violent crime (Herrnstadt et al., 2021; Bondy et al., 2020;
Burkhardt et al., 2019).

The remainder of the paper is organized as follows. Section 2
discusses the evidence on physical stress reactions to noise pollu-
tion and pathways to violence. Section 3 lays out the estimation
strategy and introduces the data. Section 4 discusses the main
results, Section 5 shows specification and robustness checks. Sec-
tion 6 discusses social costs, policy implications, and avenues for
future research.
2. Background on Noise, Stress, and Behavior

Stress reactions play a crucial role in how noise pollution affects
violent behavior. Evolution ensured that humans are physically
prepared to flee or fight when facing a threatening situation, as
described in fight-or-flight theory (Cannon, 1915). The sympa-
thetic nervous system caters to the release of catecholamines
and glucocorticoids–adrenaline, noradrenaline, and cortisol–to
set the organism in an alarmed state of stress, accelerating the
heart rate, increasing blood pressure, and constricting blood
vessels.

Unfortunately, organisms show stress responses not only to
life-threatening events but also to much less dangerous yet irritat-
ing environmental changes. Babisch et al. (2001) show that indi-
viduals sleeping in bedrooms facing busy streets have
significantly higher concentrations of noradrenaline in their urine
than do subjects with bedrooms facing quieter streets. In an exper-
iment with individuals living close to an airport, Maschke et al.
(2002) find that simulated aircraft noise in bedrooms increases
cortisol levels for men. These studies suggest that, first, traffic noise
and aircraft noise yield similar stress reactions and, second, that
even those who are habituated to noise pollution react to an imme-
diate noise treatment. In a difference-in-difference study with a
small sample of children, Evans et al. (1998) show that a treatment
group living close to the new Munich airport displays physical
signs of stress after the opening. An experiment with workers
exposed to low or high noise levels during a computational task
found higher cortisol levels during the task in the noisy environ-
ment and a return to normal levels afterwards (Miki et al., 1998),
suggesting that the hormonal response to noise is immediate and
transitory.

These stress reactions may affect violence via two mechanisms:
(a) stress reduces the discount factor and leads to more violence if
it provides utility, or (b) increased adrenaline and cortisol lead to
more violence if it is impulsive and spontaneous. Using functional
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MRI scans, McClure et al. (2004) and Hare et al. (2009) show that
intertemporal choices involve certain brain regions (including the
lateral prefrontal cortex) more than others. Figner et al. (2010) con-
firm these results using transcranial magnetic stimulation treat-
ments that disrupt the functioning of a brain region. Linking
stress to brain activity, Maier et al. (2015) find that individuals
with induced stress treatments performworse in self-control tasks.
Specifically, stress reduces the connectivity between the ventro-
medial prefrontal cortex and dorsolateral prefrontal cortex, which
are active in self-control. The evidence thus suggests that stress
lowers the discount factor, which reduces expected negative con-
sequences and in turn increases the violent crime rate. In an impul-
sive violence model, noise exposure may directly affect violence
due to a link between stress hormones and aggression. Kruk
et al. (2004) show in experiments with rats, which have a similar
neurophysiology to humans, that induced elevated glucocorticoid
levels in the blood lead to aggressive behavior. Therefore, noise-
induced stress and the hormonal response may increase the will-
ingness to get involved with violence, similar to the effect sug-
gested in Card and Dahl (2011).2 As none of the increases in
stress hormones is permanent, violence effects are thus expected
to be of a short-term nature.

However, the prediction of an effect of noise on violent crime is
ambiguous, particularly when considering behavioral responses in
the field. Opportunities for violence may decrease if people try to
avoid areas with increased noise. While an incapacitation effect
with a lower meeting rate of potential victims and perpetrators
would reduce the violent crime rate, fewer potential witnesses
may, in turn, increase it. The probability of apprehension or the
severity of the punishment, however, are unlikely to be potential
channels. The probability of apprehension for violent crime is very
high,3 and noise pollution is therefore unlikely to increase the
chance of escaping undetected. The severity of sentences in the legal
system is unaffected by the noise environment when the incident
took place. If potential offenders instead consider the higher proba-
bility of vigilante justice possibly resulting from everyone having
elevated stress levels, violent crime rates would fall.
4 For example, events such as TV sports broadcasting may reduce noise levels by
reducing traffic and increase violent crime via emotional cues (Card and Dahl, 2011).

5 Simple OLS regression results are shown in Appendix Table A1 and the
corresponding bivariate relationship in Appendix Fig. A3.

6 If some of the covariates are also measured with error, the estimate of b may not
even be of the correct sign.

7 In principle, aircraft should take off and land in an upwind direction. Aircraft
wings are built as airfoils, implying that faster airspeed increases the lift force
3. Estimation Strategy and Data Sources

The aim of the empirical analysis is to estimate the effect of
noise exposure on violent crime. I use a rule-based flight path vari-
ation of aircraft landing at FRA, one of the major European air tran-
sit hubs, as an instrument for noise pollution on the ground. The
two main reasons for an instrumental variable strategy are omitted
variables and measurement error in noise exposure.

The most prominent source of omitted variable bias is self-
selection into neighborhoods. On the one hand, as noise pollution
decreases house prices (Boes and Nüesch, 2011; Szczepańska
et al., 2015; Winke, 2017), low-income households may be
attracted to neighborhoods with high noise pollution levels. At
the same time, inadequately controlled socio-economic back-
ground and unobservable characteristics of households with low
socio-economic status are likely to be positively correlated with
adverse outcomes (e.g., criminal activity, victimization). On the
other hand, households with high socio-economic status and lower
victimization risks may be attracted by the amenities of busy cities.

Including regional fixed effects and using only variation over
time within regions shuts out the self-selection bias. Nevertheless,
unobserved time-varying factors can still cause bias. For example,
2 Other potential mechanisms include misunderstandings and sleep deprivation.
Sleepiness might render victims more vulnerable or perpetrators more aggressive.
FRA prohibits nighttime flights, however, and only morning flights could potentially
affect sleep quality.

3 The percentage of solved cases for simple assaults is 90.9% in 2017 (BKA, 2017).
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while varying automobile traffic affects noise levels, traffic can
relate to violence in several ways. More cars on the streets could
trigger road rage and violent encounters. Moreover, unobserved
factors could influence both automobile traffic and violence in
unknown directions.4 Thus, omitted variable bias in the noise esti-
mate is ambiguous in sign and induces over- or underestimation of
the true causal effect.5

The second source of estimation bias is measurement error in
the noise data, which can originate in the physical measurement
of sound and in the assignment of noise levels to areas. First, even
if noise monitors are of good quality and work reliably, external
factors are likely to induce measurement error in noise-level read-
ings. Mundane disturbances (e.g., birds chirping, children playing
near the microphone) leave a trace in the recorded noise levels.
Moreover, other disturbances may mute the sounds by counteract-
ing sound waves or physically blocking sounds from the monitor.
Classical measurement error may lead to attenuation bias and
the coefficient of Noise would be underestimated.6

Second, the instrument is advantageous for the assignment of
noise levels to areas. Noise sources very close to the monitors
heavily influence the recorded levels. While the measured sound
of a ground-level polluter may be disturbing in a confined area,
buildings and other physical obstacles may shield and mute the
sound for anyone merely a block away. Conversely, as noise origi-
nating from flying aircraft is mostly unobstructed, it spreads easily
over larger areas. The instrumented sound level is therefore a bet-
ter representation of the regional noise pollution than the recorded
noise from a ground-level location.

3.1. Instrumenting Noise

To construct an instrument for noise levels, I exploit the head-
wind principle for landings: Aircraft preferably land into a head-
wind to reduce the relative ground speed. At lower speeds,
aircraft require shorter runways for deceleration and safe landings.
Conversely, aircraft landing with tailwinds must fly faster relative
to the ground and require longer runways.7 The upwind principle
has practical implications for safe landings at FRA. If the tailwind
in the normal landing direction exceeds a certain threshold, all air-
craft must land from the opposite direction. This rerouting of aircraft
dramatically influences the noise exposure of the population:
Municipalities that are not flown over on one day can experience
several hundred low-altitude aircraft crossings on another. As the
wind direction changes frequently and noise monitors record the
daily noise levels in several densely populated municipalities, the
FRA area is an ideal setting to study the impact of noise.

Fig. 1 shows a map of the Frankfurt metropolitan area. The
marked borders highlight the municipalities for which I have noise
measurements. All municipalities except the one in the southeast
corner are treated under either the west or east approach paths.
The magnified box shows the FRA layout, with three parallel run-
ways oriented at 250/70 degrees. The two centered runways,
produced by the wings. An aircraft needs a lift force almost equal to its weight for a
soft landing. Once the aircraft has contact with the tarmac, it decelerates by reversing
thrust and braking; the higher the ground speed, the longer the required runway.
Landing upwind aligns the competing objectives of high over-the-wing airspeed and
low ground speed. Conversely, landing downwind exacerbates the trade-off and
requires higher ground speeds. Runways are therefore deliberately oriented according
to the prevailing wind direction to allow as many upwind landings as possible.



Fig. 1. Map of sample municipalities NOTES: The map shows the included municipalities, approximate locations of noise monitors are depicted as stars. The shaded area is magnified in
the top-left corner and shows the FRA airport layout with its three 250/70-degree runways and one 180-degree runway. Districts (municipalities) from left to right: Mainz, Ginsheim-
Gustavsburg, Bischofsheim, Rüsselsheim, Raunheim, Offenbach, Mühlheim, Maintal, Hanau, Alzenau, Aschaffenburg, Linsengericht. Background map source: OpenStreetMap
contributors, under CC BY-SA..
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07C/25C and 07R/25L, are 4,000 m long and host both landings and
takeoffs. The third parallel runway in the northwest corner
(07L/25R), opened on October 20, 2011, is 2,800 m long and only
hosts landings. The fourth runway, 18, is north–south oriented
and only hosts southbound takeoffs.

Westerly winds dominate at FRA, and most landings are made
upwind with an approach path from the east. As it affects fewer
densely populated areas, the westbound approach is the preferred
landing path. FRA flight control implements the upwind principle
by allowing a maximum tailwind component of 2.6 m=s.8 The tail-
wind component is the part of the wind force that acts in the flight
direction of the aircraft. Fig. 2 illustrates a decomposition of winds
into crosswind and tailwind components. Wind direction and wind
speed are illustrated by a vector of which the crosswind component
is the part perpendicular to flight direction. The tailwind component
is represented by the part parallel to flight direction.
8 The safety rule is guided by the largest aircraft requiring the longest runway, but
changes to the approach path necessarily apply to all aircraft at the same time.
Approaching aircraft from opposite directions would jeopardize flight safety even
with three separate runways. Flight safety and economic considerations explain why
the service direction is not switched after every change in the winds over the course
of a day; with approaching aircraft in close succession, switching the direction of
service would bring operations to a halt for several minutes. The resulting delays
would be costly for airlines and airport operators.

4

With tailwinds below the threshold value, landing aircraft use
the preferred 250-degree course from east to west (West25). Tail-
winds on the West25 approach remain below the threshold on 74%
Fig. 2. Illustration of landing direction and tailwind component.



Fig. 3. West and east landing flight operations NOTES: Flight paths on a West25 service day (left) and an East07 service day (right). Each line represents an aircraft, altitude is color
coded from lowest (red) to highest (green). Source: STANLY-Track with kind permission of DFS Deutsche Flugsicherung GmbH..
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of days in the sample. The left panel of Fig. 3 shows actual flight
paths of aircraft observed by air traffic control when the airport
requests West25 landings. Colors from green (high) to red (low)
indicate the altitude of descending aircraft. Aircraft fly from any
direction toward the designated area, where they are allowed to
turn onto the final approach path. If tailwinds exceed the threshold
value, approaching aircraft use a 70-degree course from west to
east (East07) and land from the opposite direction, as shown in
the right panel of Fig. 3. The East07 service reroutes all approach-
ing aircraft to the final approach paths west of the airport.9

I focus on landing approaches for three reasons. First, 57% of all
departures go south from the dedicated departure runway 18,
which operates independently of the service direction of the land-
ing runways. Second, departing aircraft are not restricted to fly in a
straight line for an extended period and can therefore easily avoid
populated areas. Third, departing aircraft climb faster than the
approaching aircraft descend, thereby affecting fewer neighbor-
hoods. Appendix Fig. A2 illustrates the approximate altitude pro-
files of FRA departure and landing approaches. Approach angles
are a constant 3 degrees under instrument flight rules after leaving
a plateau at 4,000ft. The final approach starts more than 20 km
from the airport and sends aircraft in audible altitude throughout.
Starting aircraft use climbing angles between 15 and 20 degrees,
quickly reaching a 12,000ft plateau from which they are hardly
heard.

3.2. Estimation

The instrumental variable strategy exploits that wind condi-
tions determine aircraft flight paths to identify the causal effect
of variation in ground-level background noise on violent behavior.
The instrument indicates whether wind conditions predict that
landing aircraft pass the municipality, thereby increasing noise.
Following this argument, the linear first-stage equation for the
endogenous noise level in the basic specification is

Noisect ¼ aþ bZct þ htwt þ yt þmt þ dt þ gc þ mct; ð1Þ
9 A stylized illustration of the flight paths is depicted in the Appendix Fig. A1.
Districts marked in blue are defined as affected by East07 approaches, those marked
in red are defined as affected when the airport is in West25 operation mode. Blue
municipalities are treated if the tailwind component is greater than 2.6m=s, while red
municipalities are treated if the tailwind is weakly less than 2.6 m=s. One southeast
municipality is unaffected by the flight path changes.

5

where Noise is measured at municipality c and date t. The tailwind
component twt , measured as the daily maximum partial wind speed
in the direction of the West25 landing approach calculated from
hourly wind data, controls for the linear effect of wind from that
specific direction. The tailwind component is positive for tailwinds
and negative for headwinds in the direction of the West25 landing
approach. It is equal to zero if there is no wind at all or if it is blow-
ing exactly perpendicular to the runway (i.e., from 340 or 160
degrees). The instrument Zct combines the tailwind threshold of
2.6 m=s (5.8 mph) and the position of each municipality in the
East07 or West25 approach, such that for East07 municipalities
Zct ¼ 1 twt > 2:6m=s½ � and for West25 municipalities, the instrument
becomes Zct ¼ 1 twt 6 2:6m=s½ �. Precisely, the dummy variable Zct

takes on a value of one if (a) the tailwind component exceeds 2.6
m=s and the municipality is in the East07 approach path (west of
the airport) or if (b) the tailwind component is weakly smaller than
2.6 m=s and the municipality is in the West25 approach path (east
of the airport). Accordingly, the instrument takes on a value of zero
if (c) the tailwind component is weakly smaller than 2.6 m=s and
the municipality is in the East07 approach path, if (d) the tailwind
component exceeds 2.6 m=s and the municipality is in the West25
approach path, or (e) if the municipality is in neither of the
approach paths. The setting implies that there are affected and
unaffected municipalities for any value of the tailwind component.
Municipality fixed effects gc correct for time-constant differences in
noise. Fixed effects for year in yt , calendar month in mt , and day of
the week in dt preclude bias from day-specific heterogeneity and
flexibly control for long-term trends and seasonality common to
all municipalities. mct is the error term. The clustering approach
takes into account spatial correlation between municipalities that
receive the same instrument assignment on the same day (East07,
West25, or never treated) and serial correlation within quarters of
a given year. Standard errors are thus clustered at the treatment-
group-year-quarter level.

To exclude further possible biases, I introduce three additional
sets of controls. In the second model, the time fixed effects for year,
calendar month, and day of the week are interacted with the
municipality dummies, denoted as gc � yt þmt þ dt½ �. The interac-
tions allow for municipality-specific long-term time trends in noise
and differences in patterns over months and over days of the week.
In the third model, I add time-varying control variables in Xct ,
which includes indicators for state-wide school holidays and pub-
lic holidays, and the following weather measures: average air tem-
perature and its square, maximum air temperature, minimum air
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temperature, minimum ground temperature, vapor pressure, cloud
cover, air pressure, humidity, average precipitation, sunshine dura-
tion, and snow depth. In the fourth model, I add wind speed inter-
acted with indicators for each of the four main wind directions in
90 degree steps relative to the 70 degree flight angle, where

wind70�159
t denotes wind speed interacted with wind directions

between 70 and 159 degrees. Together with twt , the wind controls
account for all possible confounders linearly correlated with wind
other than the specific discontinuous tailwind function. Including
the additional wind speed controls eliminates some of the instru-
ment’s variation, and is thus the most conservative specification.
The full model for the first stage is
Noisect ¼ aþ bZct þ htwt þ gc � yt þmt þ dt½ � þ gc þ Xctc

þwind70�159
t þwind160�249

t þwind250�339
t þwind340�69

t þ mct:
ð2Þ
The second-stage linear equation for violent crime includes the pre-
dicted noise levels from the first-stage regression. The full model
specification of the second-stage equation is
VCct ¼ lþ d dNoisect þ #twt þ gc � yt þmt þ dt½ � þ gc þ Xctf

þwind70�159
t þwind160�249

t þwind250�339
t þwind340�69

t þ ect;
ð3Þ
12 Cases are reported throughout the year when they are completed by the police
and handed over to the legal system. The median lag for violent crime in 2014 was
75 days. 98.1% of the 2014 incidents of violent crime are reported until June 2015.
13 Information on the hour of the incident is missing for 0.44% of violent crime cases,
which are dropped from the dataset. Perpetrator relationship is missing for 15.8% of
cases, for which no heterogeneity analysis with respect to that variable is possible.
14
where VCct is the violent crime rate per 100,000 inhabitants10 and d
the coefficient of interest. All else corresponds to the first-stage Eq. 2.
The exclusion restriction cov Z; eð Þ ¼ 0 requires the tailwind thresh-
old to have neither a direct effect nor an indirect effect via an unob-
served determinant of violence other than the effect via noise.11 The
identifying variation in the basic specification using fixed effects can
be characterized as within-municipality, within-year, within-month,
and within-day of the week. While it is a within-municipality esti-
mation, by construction there is always a treated and non-treated
municipality at any time, which renders the results robust to all
common shocks in the geographic area. Within the confined sample
area, individuals in all municipalities virtually experience the same
short-term variation in weather, local economic activity, and other
events possibly affecting violence. Moreover, the approach is robust
to other known determinants of violence that are not varying day-
to-day, including local demographic factors, municipal budgets,
social environments, the education system, and legal reform.

To construct the instrument, I use the tailwind rule as the defin-
ing factor instead of the observed operation mode of the airport to
exclude the possibility of human discretion. Although safety con-
siderations should be the prime arguments for the landing-
approach direction, the observed operation mode could be affected
by reasons beyond the mere tailwind rule. Operators may consider
the continued noise pollution of particular neighborhoods if winds
allow both landing path directions.

A concern for the exclusion restriction is the possibility that air
pollutants from aircraft could affect violence. In the robustness
section, I show that the results are not explained by air pollution.
Defensive investments and avoidance behavior are also concerns:
People exposed to noise may try to shield themselves by investing
in noise-reduction devices or avoiding noisy areas. In both cases,
lower exposure to the observed noise or fewer opportunities for
violence would lead to an underestimated effect on violence but
would not confound an estimate of a positive treatment effect.
10 For ease of comparison, crime rates are reported as population shares per 100,000
inhabitants per year by multiplying the daily rates with the number of days per year.
11 The estimation further assumes conditional independence of the instrument and
monotonicity.
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3.3. Data

The estimation sample shown in Table 1 comprises 12 munici-
palities, determined by the availability of noise data, with an aver-
age population of 61,315. Of the total 13,917 observations, 6,906
belong to municipalities affected by East07 approaches and 5,998
to those affected by West25 approaches. The western and eastern
municipalities are of similar average size. Population data are from
the Regional Database Germany, provided by the Federal Statistical
Office and the Statistical Offices of the Länder.

The violent crime data is based on the German uniform crime
reporting program of the Federal Criminal Police Office (Polizei-
liche Kriminalstatistik). It includes all victims subject to crimes
against their legally protected personal rights that have been com-
pleted by the police from 2011 until the end of 2015. The estima-
tion sample is restricted to January 2011 to June 2015 to include all
incidents despite the usual time lag until a case is reported.12 Each
incident entry states the time and date of the criminal offense along
with the crime type code, victim age, and victim-perpetrator rela-
tionship.13 These micro data are aggregated to the main outcome
variable, the violent crime rate, which is defined as the sum of vio-
lent crime victims (17,499 in total) between 6a.m. and 10p.m. in a
municipality per 100,000 inhabitants scaled by a factor of 365 to
resemble the widely used annual crime rates.

All variables with sub-daily information, including the violent
crime rate, noise, the instrument, and wind speeds, are measured
between 6a.m. and 10p.m., which corresponds to the airport oper-
ating hours. I also split the day in two time windows for robustness
checks: from 6a.m.–6p.m. and 6p.m.–10p.m. Table 1 indicates
that the average violent crime rate is 371, with a large standard
deviation of 762. The violent crime rates in the sample are similar
to the German average of 390 in 2014, consistent with the close-to-
average incomes in the sample municipalities.14 There is a signifi-
cant difference in violent crime rates between the East07 and
West25 municipalities, which is absorbed by fixed effects in the
estimation.

The noise data are from monitors provided by Fluglärmdienst
(2016) (DFLD), which publishes public and private contributions
of noise data readings on its website. The data are published as
averages for 6a.m.to 10p.m., 6a.m.to 6p.m., and 6p.m.to 10p.m.
All monitors are installed in a fixed location, typically on the roof
or exterior wall of public buildings. The noise monitors consist of
a weatherproof microphone and a processing unit. The latter con-
tinuously records noise levels and sends updated data to the DFLD
servers via an internet connection. Eight of the 12 monitors are cal-
ibrated, high-quality Class 1 sound monitors operated by the
respective municipality. Each monitor in the 12 municipalities
used in the analysis is reasonably close to the population center.15

The Mainz noise monitor, situated in the Oberstadt neighborhood, is
furthest from the city center (approx. 2 km). The Offenbach monitor
was moved by 400 m to a different location after February 11, 2015.
The regressions include a dummy for all later observations in Offen-
bach to account for the change in environment. To purge the sample
dates of outliers, I exclude days with excessive noise and unusual
The average income of the population in the sample municipalities of €36,147 in
2014 is close to the German average of €37,040 (from personal income tax statistic
per municipality by the Federal Statistical Office and the Statistical Offices of the
Länder).
15 Exact addresses of private contributors are suppressed on the website to secure
their privacy.



Table 1
Descriptive statistics.

All East07 West25 t-test

Mean S.D. Mean S.D. Mean S.D. p-value

Population 61,315 60,967 61,254 78,303 60,290 39,461 0.388
Violent crime rate 370.775 761.661 322.519 791.054 386.536 709.115 0.000
Noise dB 55.321 5.458 56.720 5.643 54.239 5.155 0.000
Instrument 0.453 0.498 0.262 0.440 0.749 0.434 0.000
Wind speed 3.185 1.511 3.188 1.501 3.189 1.528 0.997
Tail wind 1.085 2.263 1.091 2.279 1.065 2.252 0.523
Air temperature 10.629 6.940 10.817 6.992 10.506 6.904 0.011
Max air temp 15.061 8.314 15.038 8.289 15.147 8.346 0.457
Min air temp 6.268 6.099 6.685 6.139 5.932 6.064 0.000
Min ground temp 4.089 6.279 4.374 6.195 3.856 6.395 0.000
Vapor pressure (hPA) 10.093 3.934 10.020 3.879 10.169 3.996 0.032
Air pressure (hPa) 989.869 11.663 990.311 10.568 991.344 12.289 0.000
Cloud cover 5.464 1.963 5.418 1.911 5.496 2.026 0.025
Humidity 76.036 12.550 74.834 13.198 77.001 11.808 0.000
Precipitation 1.719 3.688 1.604 3.498 1.830 3.875 0.000
Sun duration 4.569 4.231 4.705 4.239 4.449 4.226 0.000
Snow depth 0.262 1.130 0.189 1.005 0.322 1.226 0.000
School holiday 0.220 0.414 0.214 0.410 0.222 0.415 0.317
Public holiday 0.030 0.171 0.029 0.169 0.030 0.171 0.800
N 13,917 6,906 5,998

NOTES: Means and standard deviations for the full sample, all municipalities in the East07 approach and all municipalities in the West25 approach. The p-value is reported as
the result of t-tests for the difference in means of East07 minus West25 values.
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turmoil (i.e., New Year’s Eve, January 1, and the carnival festivity
days). The panel is unbalanced with a total number of observations
of 13,917.16 The reported data also has gaps between non-missing
observations, summing up to a total of 572 occasions. Possible rea-
sons for missing noise data after a monitor is set up are equipment
failure or maintenance operations on the noise monitors. As report-
ing is non-mandatory, contributors could hypothetically purpose-
fully report more often when aircraft are flying over the area,
leading to selection bias. Regressions of an indicator variable for
whether a noise measure is available at the day-municipality level
on the instrument do not show a statistically significant reaction,
such that the data do not support strategic reporting (see Appendix
Table A2).

Noise is measured in a-weighted decibels dB(A) as the average
sound pressure level. Sounds below 40 dB are usually defined as
very quiet, with 0 dB being the absolute threshold of hearing. Cars
at typical speeds within cities produce between 65 dB and 75 dB
(Danish Road Institute, 2007), while jet aircraft at 6000 ft altitude
can reach 100 dB (FICON, 1992). As sound pressure decays with
distance, these figures are not reached in ambient background
noise. In Table 1, the average noise level is 55.3 dB, the East07
municipalities being slightly noisier than the West25
municipalities.

The instrument has different means and similar variation
between the two municipality groups. For 26% of the East07
municipality observations, the instrument predicts landing aircraft
crossing the area. In the West25 municipalities, 75% of the obser-
vations are landing aircraft days. The discrepancy reflects that
the West25 approach is the preferred landing path, and the East07
approach is only used when tailwinds exceed the threshold value.
The standard deviation is basically the same in both groups. Aver-
age wind speeds at the nearest airport station are 3.2 m=s, whereas
the tailwind component, measured as the maximum of the average
hourly tailwind speeds, is only 1.1 m=s.

Weather variables used as covariates in the estimations are
defined as daily averages from inverse-distance weighted readings
16 The individual municipalities supply the following number of observations:
Mainz 1,596; Ginsheim-Gustavsburg 1,599; Bischofsheim 1,599; Rüsselsheim 496;
Raunheim 1,616; Offenbach 1,188; Mühlheim 1,342; Maintal 625; Hanau 1,580;
Alzenau 1,040; Aschaffenburg 1,013; Linsengericht 223.
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from all available weather monitors from the German National
Meteorological Service (Wetterdienst (2016)). Measures in Table 1
show the normal variation of a continental European temperate
climate. Average air temperature is just below 11�C, with average
daily minimums and maximums of 6.3�C and 15.1�C. The average
minimum ground temperature is 4.1�C. Vapor pressure averages
at 10 hPa, air pressure at 990 hPa. Cloud cover is on average 5.5
okta (full cloud cover is 8 okta). The average air humidity is 75%,
the average precipitation is 1.7 mm, and the sun shines on average
for 4.5 h. As sub-0�C temperatures are relatively rare, the average
snow depth is only 0.2 cm. Average weather differences between
the East07 andWest25 municipalities are absorbed by fixed effects
in the estimation. I also control for public holidays and school hol-
idays that may indirectly affect violent crime rates. School holidays
affect about 22% of the observations, while another 3% of days are
public holidays. The holidays differ between the municipalities, as
they belong to three different states with independently timed
holidays.
4. Main Results

4.1. First-Stage: How Flight Path Changes Affect Noise Pollution

I start by examining the effect of the tailwind instrument on
noise levels in the municipalities along the approach paths. Fig. 4
shows the distribution of noise levels for untreated (treated) obser-
vations; that is, days when the instrument equals zero (one). The
raw data distributions in panel (a) suggest higher average noise
levels for instrumentally treated observations and a shift of the
mode to the right. Panel (b) depicts smoother distributions of noise
levels after controlling for a full set of control variables. The entire
noise distribution now shifts to the right when the instrument is
turned on. A similar correspondence of the distributions can also
be seen separately for east and west municipalities as shown in
panels (c) and (d).

Table 2 shows the first-stage results using the basic specifica-
tion from Eq. 1 in Column 1 and the full specification from Eq. 2
in Column 4. The first-stage estimate in Column 1 suggests that
noise levels are elevated by 4.3 dB if the tailwind predicts landing
aircraft on an approach over the respective municipalities com-



Fig. 4. Noise distributions by instrument values NOTES: The graphs depict kernel density plots of noise measures, where untreated observations are days with the instrument equal to
zero and treated observations are days with the instrument equal to zero. The upper left graph (a) shows raw noise level measures, the upper right graph (b) shows residualized noise
using the full set of control variables. The lower two graphs depict the residualized noise graphs for a sample of the East07 treated municipalities (c) and the West25 treated
municipalities (d)..

Table 2
First-stage estimates for noise level.

Dep. var.: Noise (dB)
(1) (2) (3) (4)

Instrument 4.298*** 4.216*** 4.173*** 4.139***
(0.212) (0.203) (0.183) (0.121)

Observations 13,917 13,917 13,917 13,917
R-squared 0.445 0.533 0.560 0.588
First-stage F 412.18 433.24 521.04 1175.18

Fixed effects X X X X
Interact FE X X X
Weather X X
Wind interactions X

NOTES: � 10%, ��5%; � � �1%, clustered standard errors at group-year-quarter level in parentheses. Separate OLS regressions of the noise level on the instrument. First-stage F-
values from Kleibergen-Paap rk Wald statistics. Control variables indicated as Fixed effects include dummies for municipalities, days of the week, months, and years. Control
variables indicated as Interact FE include interactions of the municipality fixed effects with all time indicators. Control variables indicated as Weather include average air
temperature and its square, maximum air temperature, minimum air temperature, minimum ground temperature, steam pressure, cloud cover, air pressure, humidity,
average precipitation, sunshine duration, snow depth, and indicators for state-wide school holidays and public holidays. Control variables indicated as Wind interactions
include mean wind speeds interacted with indicators for each of the four main wind directions.
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pared to days without landing aircraft. More controls allowing for
municipality-specific time effects, changes in weather conditions,
and differences in wind by direction are added in Columns 2–4.
The coefficients react mildly and remain within a range of 4.14–
8

4.22 dB, remaining highly statistically significant. The F-tests sug-
gest a strong, relevant instrument.

The interpretation of the effect size involves two aspects: the
physical power of the source and the human perception of noise.
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Noise measured in dB is a logarithmic concept, such that
DL ¼ 10log10n defines changes in sound pressure L measured in
dB dependent on the number of sound sources n. A 4.1 dB increase
in noise is therefore equivalent to multiplying the number of sound

sources by a factor of 2.57 (n ¼ 104:1=10). In other words, aircraft
increase the power of the usual noise polluters by 157%. This
increase in physical sound pressure is, however, not perceived as
more than a doubling of loudness by the sensory system. Humans
are capable of hearing a wide range of physical sound pressures
without sensing a major change in volume. This filtered perception
helps make loud noises bearable and to follow a conversation in
different noise environments. Due to the complex structure of
the sensory system, one needs self-reported levels from experi-
ments or surveys to evaluate noise perception. A rule-of-thumb
used in psychoacoustics (Stevens, 1936), based on the Weber-
Fechner law (Ernst Heinrich, 1834; Gustav Theodor, 1860) relating
human sensual perception to physical stimulus, is a useful approx-
imation of perceived loudness. If we ignore for simplicity that the
perception also depends on the frequency of a tone, the factor z
measuring the relative perceived change in loudness depends on

the change in sound pressure L in dB and is given by z � 2 DL=10ð Þ.
According to this rule, increasing noise by 4.1 dB results in a 33%
Fig. 5. Observed west and east landing approaches NOTES: Number of aircraft per day landin
component. The vertical line corresponds to the tailwind threshold..

Fig. 6. Distribution of wind direction and wind speed NOTES: Histograms of wind directions ov
where the size of circles corresponds to frequency..
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increase in perceived noise. Thus, the most conservative estimate
is that the instrument increases the average noise over the course
of a day by one-third.

To elicit the origins of the elevated noise levels, Fig. 5 shows the
number of westbound and eastbound landings. The figure depicts
the number of airplanes per day across different wind speeds of
the tailwind component. At low tailwind speed, close to 700 air-
craft land westbound daily using the West25 approach (one air-
craft every 1 min and 22 s). With tailwind speeds exceeding 2.6
m=s, the number of aircraft using this approach plummets to
almost zero. Consequently, the East07 approach is hardly used
with low tailwinds. Beyond the 2.6 m=s line, the number of aircraft
on the East07 landing approach rises to about 700 per day. Thus,
the proposed mechanism from the instrument via aircraft to noise
levels is consistent with the observed landing approaches.

Correlated extreme wind conditions are a concern when using
the tailwind instrument. Fig. 6 illustrates the variation in wind
conditions in the Frankfurt area. The left graph shows the distribu-
tion of wind directions for each month of the year. As the wind
usually blows from east-northeast (45–90) or west-southwest
(225–270), it is no coincidence that the runways are oriented at
70/250 degrees. Aircraft can make use of headwinds and rarely
g on West25 approach (left) and East07 approach (right) over the speed of the tailwind

er the 12 months (left) and the wind speeds associated with each wind direction (right),
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have to cope with crosswinds. The preferred airport operation,
West25, is always operated for winds between 160 and 340
degrees, because no tailwind can develop. Tailwinds mostly appear
for wind directions between 20 and 120 degrees. The distribution
over calendar months shows that both main wind directions
emerge throughout the year. Wind comes more often from the
west in December and January, and tailwinds are therefore
observed less often in these months. Across the remaining months,
wind directions are fairly similarly distributed. Another concern
would be that the instrument is particularly responsive to unusu-
ally strong winds. The right graph in Fig. 6 shows wind speeds by
wind direction. The size of the circles is proportional to the fre-
quency of occurrence. Easterly winds producing tailwinds are evi-
dently mostly of modest speed, such that the instrument does not
correlate with extreme weather conditions. Instead, stronger
winds are typically westerly winds, between 220 and 300 degrees,
which are not affecting the tailwind rule.

4.2. Instrumental Variable Results: Effect of Noise on Violent Crime

After establishing a first stage with exogenous variation in noise
pollution, we can investigate the behavioral response: How do
changes in local noise levels affect violent crime rates? The top
panel of Table 3 presents the results from instrumental variable
regressions, showing the change in the violent crime rate for each
1 dB increase in the average noise level. Results are shown for indi-
vidual regressions in four separate specifications. Noise consis-
Table 3
Main IV results on violent crime.

(1) (

IV estimates
Noise dB 6.131** 6

(3.014) (
Observations 13,917 1
First-stage F 412.18 4
Percent of mean 1.65% 1

IV time split

Noise dB 6.291*** 5
(1.888) (

Observations 13,917 1
First-stage coeff 4.327*** 4
First-stage F 410.59 4
Percent of mean 2.70% 2

Noise dB 1.057 1
(2.742) (

Observations 13,917 1
First-stage coeff 4.779*** 4
First-stage F 284.4 2
Percent of mean 0.77% 0

Reduced form
Tailwind instrument 26.349** 2

(12.785) (
Observations 13,917 1
R-squared 0.069 0
Percent of mean 7.11% 6

Fixed effects X X
Interact FE X
Weather
Wind interactions

NOTES: � 10%, ��5%; � � �1%, clustered standard errors at group-year-quarter level in parent
level in the top panels and separate OLS regressions of the the violent crime rate on the
statistics. Control variables indicated as Fixed effects include dummies for municipalitie
include interactions of the municipality fixed effects with all time indicators. Control varia
air temperature, minimum air temperature, minimum ground temperature, steam pres
snow depth, and indicators for state-wide school holidays and public holidays. Control
indicators for each of the four main wind directions.
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tently increases the violent crime rate across all specifications.
The coefficient in Column 1 suggests that a 1 dB increase in the
average noise level increases the violent crime rate by 6.13 per
100,000 inhabitants. This effect corresponds to an increase of
1.65% of the mean. Including municipality-specific time fixed
effects in the estimation in Column 2 hardly changes the noise
coefficient. Adding weather controls in Column 3 yields a very sim-
ilar marginal effect on the violent crime rate of 5.92, corresponding
to a 1.60% increase. Including wind-by-direction controls in the
estimation leaves the estimated coefficient virtually unchanged.
Estimates in Columns 1, 3, and 4 are statistically significant at
the 5% level. Overall, the most conservative estimates suggest that
reducing noise pollution by 1 dB would reduce violent crime by
1.60%. To put these numbers into perspective, one may ask how
much police presence would be needed to achieve a similar reduc-
tion in violent crime as a 1 dB noise decrease. Levitt (2002) and
Draca et al. (2011) suggest police presence elasticities of violent
crime between �0.3 and �0.5, implying that the corresponding
1.60% reduction in violent crime could be achieved by a 3.2–5.3%
increase in police officers.

The noise data allows a split at 6p.m. with separate first-stage
and second-stage regressions for 6a.m.–6p.m. and 6p.m.–10p.m.
Results in the middle panel of Table 3 show that first-stage results
are comparable and strong in both time windows. The noise effect
on violent crime is highly statistically significant for the 6a.m.–6p.
m. time window throughout all specifications, and statistically
insignificant for the 6p.m.–10p.m. evening hours. The estimates
Dep. var.: Violent crime rate
2) (3) (4)

.126* 5.923** 5.946**
3.128) (2.994) (3.019)
3,917 13,917 13,917
33.24 521.04 1175.18
.65% 1.60% 1.60%

6a.m.–6p.m.
.797*** 5.822*** 5.796***
1.965) (1.980) (2.036)
3,917 13,917 13,917
.235*** 4.187*** 4.158***
16.21 545.84 1082.85
.49% 2.50% 2.49%

6p.m.–10p.m.
.227 1.084 1.383
2.909) (2.889) (2.829)
3,917 13,917 13,917
.697*** 4.643*** 4.573***
79.29 326.31 788.6
.89% 0.79% 1.00%

5.829** 24.719** 24.610**
13.032) (12.417) (12.441)
3,917 13,917 13,917
.086 0.088 0.089
.97% 6.67% 6.64%

X X
X X
X X

X

heses. Separate 2SLS regressions of the violent crime rate on the instrumented noise
instrument in the bottom panel. First-stage F-values from Kleibergen-Paap rk Wald
s, days of the week, months, and years. Control variables indicated as Interact FE
bles indicated asWeather include average air temperature and its square, maximum
sure, cloud cover, air pressure, humidity, average precipitation, sunshine duration,
variables indicated as Wind interactions include mean wind speeds interacted with
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from the full model in Column 4 imply an increase of the violent
crime rate by 5.80 or 2.49% before 6p.m., which basically accounts
for the full effect from the main results. Evening hours from 6p.m.–
10p.m. contribute little to the overall effect and are less precisely
estimated, which may be due to lowered susceptibility or more
unexplained variation late in the day. The fact that the effect is
stronger during daytime hours suggests that barfights and nightlife
are not the driving forces of the noise effects.17 In sum, the esti-
mates in the narrow time window from 6a.m.–6p.m. are more pre-
cisely estimated than in the main estimation and, thus, the most
robust results for the noise impact.

There are two considerations that imply cautionwhen interpret-
ing the results. First, under treatment effect heterogeneity, the
above IV results should be interpreted as local average treatment
effects (LATE) for compliers.18 The compliant subpopulation in this
setting are days where a change in the instrument changes the noise
level either up or down accordingly, which is likely to be valid for
most of the sample, and the treatment effects may not be linear in
treatment intensity either (see also Section 5.2 for a discussion of vari-
able treatment intensity across the noise distribution). With covari-
ates, the shown estimates are weighted averages of causal effects
specific to covariate values.19 Second, an assumption of normality of
errors in the reduced form used for inference may not hold.20

As it is policy relevant for air traffic and urban planning to
understand the impact of landing aircraft at an international air-
port, the reduced-form regression of violent crime on the instru-
ment has a useful interpretation. The equation in the full model

VCct ¼ lþ dITTZct þ #twt þ gc � yt þmt þ dt½ � þ gc þ Xctf

þwind70�159
t þwind160�249

t þwind250�339
t þwind340�69

t þ ect;
ð4Þ

gives the intention-to-treat (ITT) estimate dITT , reported in the bot-
tom panel of Table 3. The impact of the instrument on the violent
crime rate is 26.35 per 100,000 inhabitants in the basic specifica-
tion. This estimate corresponds to a 7.11% increase in the violent
crime rate. Over the four specifications, estimates are comparable
and statistically significant. The most conservative estimate implies
that an approximate 33% change in perceived noise (4.14 dB)
increases the violent crime rate by 24.61.21

A direct interpretation of the reduced form results Table 3 is
that allowing aircraft to approach over populated areas increases
the risk of becoming a victim of a violent crime by 6.64%. Inferring
from the coefficient in Column 4 directly means that exposing a
population of one million people to the noise of landing aircraft
with the frequency of a typical international airport like FRA
results in 246 additional violent crime victims per year. The
reduced form estimate of 6.64% is also comparatively large against
the evidence from air pollution impacts on violence. Air pollution
from interstate highways in Chicago increases violent crime by
1.9% (Herrnstadt et al., 2021), and a 10-point increase in the Air
17 Reduced form estimations of two-hour bins are depicted in Appendix Fig. A5. The
results are imprecise, but suggest most effects for 8a.m.–10a.m., 4p.m.–6p.m., and
8p.m.–10p.m.
18 There is at least some indication of effect heterogeneity in the comparison of
crime distributions for treated and untreated days in Appendix Fig. A4.
19 Blandhol et al. (2022) show that with covariates the LATE parameter is only
identified for saturated models without further assumptions.
20 See Panel (b) of Appendix Fig. A4 for residualized crime counts.
21 A similar conclusion is suggested in Panel (a) of Appendix Fig. A4 by the
histograms of the raw count data for treated and untreated days. Treated days are
roughly two percentage points more likely to have one or two crime incidents, and
one percentage point more likely to have three crime incidents, suggesting a reduced
form effect of 0.09 crimes or 10%. A similar conclusion can be found with the
residualized counts in Panel (b). Both distributions are significantly different between
treated and untreated days, see Kolmogorov–Smirnov tests in the notes to Appendix
Fig. A4.
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Quality Index in London elevates violent crime by less than 5%
(Bondy et al., 2020). Other evidence indicates that moving from
the dirtiest to the cleanest ozone pollution decile within Los Ange-
les County reduces violent crime by 5.5% (Herrnstadt et al., 2019).
The focus of both the literature and policies on air pollution alone
may thus overlook noise pollution as an important determinant of
violent crime and welfare.
4.3. Heterogeneity in Victim and Crime Characteristics

The incident-based crime data provides detailed information on
victim characteristics and the circumstances surrounding the
crime. Using the same estimation model as for the main results
with the outcomes split by characteristics allows to check whether
the victim and crime patterns are consistent with causal effects of
noise on violence. Table 4 shows the results of the effect of noise on
crime rates split by victim demographics, victim-perpetrator rela-
tionship, incident timing, crime type, and intent versus completion
of crime. The percentage effect shows the estimate relative to the
respective sample mean of the outcome.

The first panel shows the results for victims separated by gen-
der and age.22 Presumably, male-on-male assault is the form of vio-
lence that is most spontaneous and susceptible to environmental
circumstances, as men are over-represented as victims and perpetra-
tors of assaults and of violence between strangers (Lauritsen and
Heimer, 2008; Lauritsen and Heimer, 2010; Staniloiu and
Markowitsch, 2012). Indeed, almost the entire noise effect is driven
by male victims, whereas estimates for females are small and statis-
tically insignificant. However, standard errors are not small enough
to rule out equally large effects on female victims. Male victimiza-
tion rates increase statistically significantly by 5.02 per 100,000
inhabitants, accounting for nearly the entire effect from the baseline
result. Accordingly, the relative effect, defined as the coefficient per
the mean of male victims, is larger. A 1 dB increase in noise raises
male victimization rates by 2.52%, such that males are overrepre-
sented among the additional victims.

Moreover, the results are consistent with noise affecting mostly
adult victims younger than age 55. The estimate for adults (aged
20 years and older) is statistically significant, and each dB noise
increases victimization by 5.44 per 100,000 (or 1.90% of the mean).
The point estimates for adolescents (aged 13–19) and children are
not statistically significant and smaller. Most of the excess violence
is thus directed against adults; although the estimates become
imprecise with more seldom cases of younger victims. A similar
picture emerges when plotting the age-specific effects for 5-year
intervals in Fig. 7. Noise increases violent crimes only for victims
aged between 15 and 54 years, although lacking precise estimates.
The most precise effects, statistically significant at the 10% level,
are found for victims aged 35–39 years.

To investigate the mechanism leading to additional violent
crimes, I analyze the victim-perpetrator relationship in the second
panel of Table 4. I distinguish between violent crimes where the
perpetrator is a stranger to the victim and cases in which perpetra-
tors and victims have a prior relationship; that is, they are family
members, relatives, friends, or acquaintances. The noise effects
split evenly between the two categories, but the estimates lose
precision. I further split the cases with prior relationship into fam-
ily and non-family perpetrators, where family violence reveals a
larger but statistically insignificant effect. Thus, there is no clear
evidence that a group of perpetrators is more responsive to noise
exposure.

The lower part of Table 4 shows effect heterogeneity with
respect to crime characteristics. Comparing the effects between
22 Offender gender and age are unknown in the data.



Table 4
Heterogeneity of noise effect on violent crime rate.

Dep. var.: Crime rate by subgroup
Coeff. IV
noise

Standard
error

Percent of resp.
mean

VICTIM CHARACTERISTICS
Demographics
Male 5.019** (2.305) 2.52%
Female 0.927 (2.287) 0.54%
Adult 5.443** (2.370) 1.90%
Adolescent (13–19 y.) 0.799 (1.370) 1.22%
Children �0.296 (0.786) �1.64%
Victim-perpetrator relationship
Stranger 2.138 (1.798) 1.58%
Prior relationship 2.588 (2.209) 1.20%
Family 1.620 (1.757) 1.95%
Non-family 0.967 (1.669) 0.73%

CRIME CHARACTERISTICS
Season
Summer 9.990** (4.123) 2.55%
Winter 1.576 (4.331) 0.45%
Type of charge
Violent crime 5.946** (3.019) 1.60%
Assault 6.317** (2.576) 2.63%
Other violence �0.372 (1.980) �0.28%
Coercion �0.216 (1.526) �0.46%
Obstructing law enf. 0.043 (0.667) 0.20%
Threatening �1.243 (1.478) �1.94%
Sexual crime �0.229 (0.602) �1.04%
Robbery �0.526 (1.041) �1.39%
Crime execution
Completion 4.962 (3.071) 1.48%
Attempt 0.983 (0.867) 2.78%
Policing
Clearance rate (0–100)1 0.114 (0.146) 0.12%
Combined: Assault on

male
5.162*** (1.652) 4.34%

Combined: Assault by
stranger

4.220*** (1.377) 5.67%

Observations: 13,917/ Full model: YES

NOTES: � 10%, ��5%; � � �1%, clustered standard errors at group-year-quarter level in
parentheses. Separate 2SLS regressions of subsample violent crime rates on the
instrumented noise level. The summer-winter effects are identified in one regres-
sion each. First-stage F-values from Kleibergen-Paap rk Wald statistics. Included
control variables are dummies for municipalities, days of the week, months, and
years, interactions of the municipality fixed effects with all time indicators, average
air temperature and its square, maximum air temperature, minimum air temper-
ature, minimum ground temperature, steam pressure, cloud cover, air pressure,
humidity, average precipitation, sunshine duration, snow depth, indicators for
state-wide school holidays and public holidays, and mean wind speeds interacted
with indicators for each of the four main wind directions. 1Clearance rate defined
for 4,918 observations as the number of incidents with an identified perpetrator
over the number of all incidents times 100, yielding an average clearing rate of
95.03%.

Fig. 7. Effect heterogeneity across age NOTES: Age-specific effects of noise on violent
crime rate. Coefficients are from 2SLS regressions using instrumented noise in the full
model, depicted with 90% confidence bands. Results are from separate regressions for
violent crime rates from five years-of-age averages..
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summer and winter months tests the sensitivity to differences in
likely exposure and crime opportunities. Apart from the fact that
people spend more time outdoors in the summer, they are also
more likely to be exposed to outside noise when inside buildings.
Air conditioning is relatively uncommon in private German homes
and office buildings, and open windows render people more
affected by noise when indoors. Moreover, the opportunities to
engage in violent activities increase with the number of interper-
sonal contacts when more time is spent outdoors. The estimates
show that the noise effect on violent crime is large and statistically
significant in summer months (April–September), with 9.99 more
violent crimes per 100,000 inhabitants, corresponding to a 2.55%
increase. In winter months (October–March), the effect size is only
1.58 and turns statistically insignificant. Thus, the results are con-
sistent with a hypothesis that exposure and opportunity increase
the impact of noise on violence.

Violent crime includes a number of different charges, most
cases involving physical assault. I split the main violent crime
12
effect into assaults and other types of violent crime under the types
of charges listed in Table 4, where the first row repeats the main
result. The estimates show how the noise impact is exclusively dri-
ven by increases in assaults, whereas other violent crimes are unaf-
fected. The statistically significant increase in the assault rate of
6.32 corresponds to a 2.63% increase. To test for effects on other
crime types that might be affected by emotions and stress, I test
a number of crime categories. There is no evidence of changes in
coercion, obstructing law enforcement, threatening, sexual crime,
or robbery. The next panel shows that the effect on violent crime
consists mostly of completed crimes in contrast to attempted
crimes.

The final panel shows an investigation of clearing rates for vio-
lent crimes, defined as the percentage of incidents with an identi-
fied perpetrator, shedding light on two possible mechanisms. First,
a change in policing behavior, avoiding the noisy environment on
days with aircraft noise, could reduce the risk of getting caught.
Second, consistent with what Carr and Doleac (2018) find for the
impact of juvenile curfew laws on gun violence, higher noise levels
and fewer witnesses on the streets could reduce the probability of
being identified as the perpetrator. The results suggest that noise
does not affect the clearance rate for violent crime. The point esti-
mate of 0.11 is very close to zero and the standard errors are fairly
small. Thus, the results are not consistent with changes in the
probability of being caught as the main explanation of the noise
effect.

In sum, the effect heterogeneity indicates causal effects on vio-
lence driven by assaults with young adult male victims. The results
in the last two rows zoom in even further on a subset of outcome
combinations to highlight the most affected violence victims. For
male assault victims, the noise effect is highly statistically signifi-
cant with an effect size of 5.16 cases or 4.34% of the mean. Focusing
on assaults with a stranger as the perpetrator also yields a statisti-
cally significant increase of 4.22 cases or 5.67% of the mean. The
results suggest that noise increases the most common forms of vio-
lent crime and is particular effective on haphazard incidents.
5. Specification and Robustness Checks

5.1. Lags and Leads

A common concern with short-term variation in crime incidents
is that criminal activity may be harvested from adjacent days. If
violence today reduces violence tomorrow, the effect of noise on
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violence may not imply additional cases. I test for harvesting by
lagging the instrument to previous days in Fig. 8. Harvesting of vio-
lence would show up as negative effects of the lagged instruments,
but that does not seem to be the case. All coefficients for the lags
are smaller than the contemporaneous effect and statistically
insignificant. Leads of the instrument are an additional specifica-
tion check that should not reveal statistically significant effects,
as the future instrument should not affect today’s violent crime
rate. Indeed, all leads of the instrument show small and statisti-
cally insignificant coefficients.

5.2. Robustness to Wind Conditions and Model Specifications

As the identification of noise effects relies on specific wind con-
ditions that may pick up peculiar correlations with other phenom-
ena, I check the robustness to different types of wind patterns in
Table 5. The variation in the instrument arises from tailwinds in
the direction of the westbound approach with the threshold that
forces aircraft to land in the opposite direction. Days with tail-
winds (i.e., easterly winds) may have unobserved characteristics
Fig. 8. Instrument lags and leads NOTES: Reduced form effects of instrument on violent
crime rate. The instrument has a lag of 7 days to the left and a lead of 7 days to the right.
The depicted coefficients are from separate regressions of the full model that always
control for the contemporaneous instrument and show the effect of the lag or lead
instrument and its confidence interval..

Table 5
Robustness test for noise effect on violent crime rate.

Dep. var.: Violent crime rat
(1) (2) (3)
Pos. tailwind Max. wind < 12 m=s Con

Main ti
Noise dB 7.297** 4.823** 4.69

(3.676) (2.385) (4.4
Observations 9,410 10,847 13,9
First-stage F 926.79 1017.16 549
Percent of mean 1.90% 1.27% 1.26

Narrow
Noise dB 7.330** 5.909*** 4.85

(3.033) (1.795) (2.5
Observations 8,541 10,847 13,9
First-stage F 567.86 1000.89 503
Percent of mean 3.08% 2.53% 2.09
Full model X X X

NOTES: � 10%, ��5%; � � �1%, clustered standard errors at group-year-quarter level in parent
level in subsamples. First-stage F-values from Kleibergen-Paap rk Wald statistics. Contro
months, and years, interactions of the municipality fixed effects with all time indicators
temperature, minimum ground temperature, steam pressure, cloud cover, air pressure, h
wide school holidays and public holidays, and mean wind speeds interacted with indica
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that correlate with the outcome. To check whether these days
are peculiar, I repeat the IV estimation on a sample restricted to
days with at least one hour of positive easterly wind. In this
within-east-wind sample, all observations are subject to similar
wind conditions, and aircraft will only induce the noise changes
above the threshold. Table 5 reports results for the full and the
more precisely estimated narrow 6a.m.–6p.m. time window. The
results in Column 1 show similar results compared to the baseline
estimation. In the top panel with the baseline time window, point
estimates are somewhat larger than in the baseline. Restricting to
the more responsive 6a.m.–6p.m. time window, precision
improves slightly with a similar point estimate. Similarly, restrict-
ing the sample to days with absolute maximumwind speeds of less
than 12m=s in Column 2 yields estimates consistent with the main
results. All estimates are statistically significant. Extreme weather
conditions are thus not driving the main results alone.

In Column 3 of Table 5, I use a continuous variant of the instru-
ment as a test for the robustness of the scaling of the underlying
variation. The response of noise to the instrument in the first stage
depends on the flight level and, thus, the distance to the airport.
While this variation is implicitly used in the basic IV regressions,
I use it explicitly here by replacing the instrument with
f dist; Zð Þ ¼ 1

distc
� Zcymd, where distc is the distance to the airport in

km. This allows the noise response to be larger close to the airport.
The effects on violent crime are of similar magnitude as in the
baseline regressions, with increases of 1.26–2.09% for each dB
increase in noise and just statistically significant in the narrow
time window.

The baseline estimations control for a large set of time indica-
tors and municipality-specific time effects that purge common
time patterns across years, seasons, and weekdays. Columns 4–6
in Table 5 restrict the time variation further with interacted year
and month fixed effects, interacted year and calendar week fixed
effects, and an event study type control with a fixed effect for each
date. All three specifications yield estimates similar to the baseline
results both for the main and narrow time windows. All six esti-
mates are statistically significant. Thus, the effect of noise on vio-
lent crime can even be identified when the variation only comes
from between-municipality differences in the instrument on the
same day.

Finally, I test whether the reason for the difference between IV
and OLS results could be a different weighting of non-linear
marginal effects across the noise distribution. To do so, I compute
e
(4) (5) (6)

t. instr. Month-Year FE Week-Year FE Event study

me window (6a.m.–10p.m.)
0 5.900** 5.872** 5.180**
61) (3.003) (2.890) (2.553)
17 13,917 13,917 13,916
.36 1309.39 1334.35 1518.51
% 1.59% 1.58% 1.40%
time window (6a.m.–6p.m.)
7* 5.705*** 6.044*** 6.249***
82) (2.006) (1.951) (1.578)
17 13,917 13,917 13,916
.96 1163.59 1222.38 1382.69
% 2.45% 2.60% 2.68%

X X X

heses. Separate 2SLS regressions of the violent crime rate on the instrumented noise
l variables in the full model include dummies for municipalities, days of the week,
, average air temperature and its square, maximum air temperature, minimum air
umidity, average precipitation, sunshine duration, snow depth, indicators for state-
tors for each of the four main wind directions.



Fig. 9. IV and OLS weights across noise distribution.
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weights of the IV and compare them to the OLS weights based on
days without aircraft noise, as developed in Angrist and Imbens
(1995) and Løken et al. (2012).23 Fig. 9 shows the IV and OLS
weights over the noise distribution, where the OLS weights are esti-
mated on days when the instrument is equal to zero and no flights
are increasing the noise level. The IV and OLS weights follow a sim-
ilar pattern over the noise distribution with the strongest variation
at medium noise levels around 55 dB. The IV gives slightly more
weight to changes in noise around the 50–57 dB range, while OLS
estimates are more influenced by noise changes above 62 dB. How-
ever, the deviations are small. The similar weights suggest that the
difference between the IV and OLS results is due to different mar-
ginal effects. This difference in marginal effects is consistent with a
biased OLS estimate and the need to instrument for noise in the
analysis.

5.3. Air Pollution

A potential, alternative explanation for the effects is ambient air
pollution, which can affect individual behavior (Heyes et al., 2016)
and even violent crime rates in cities (Herrnstadt et al., 2019, 2021,
2020, 2019). I investigate four items of evidence to shed light on
potential confounding variation from air pollution. First, to test
whether the baseline IV results are robust to air pollution, I esti-
mate the noise effect on violent crime rates, controlling for air pol-
lution. The top panel of Table 6 shows the baseline IV results with
an additional control for interpolated air pollution levels for nitro-
gen dioxides (NO2) and particulate matter (PM10). The air pollution
measures are inverse distance weighted averages at the municipal-
ity centroids computed from all German monitor readings. All esti-
mates for the effect of noise on violent crime are positive and
statistically significant with a strong first stage for both the full
and narrow time windows. The point estimates are very close to
the baseline results in Table 3.
23 I u s e a n e s t i m a t i o n e q u a t i o n VCct ¼ lþPj
j¼1cjdjct þ #twt þ ytþ

mt þ dt þ gc þ Xctfþ ect , where dj ¼ 1 J P jf g are dummy variables across the distri-
bution of noise, with J 2 45;46; . . . ;69f g being a discretized transformation of the
continuous noise variable in 1-dB steps. The coefficients cj represent the marginal
effects of a 1-dB increase in noise evaluated at j. The linear model is nested in the

nonlinear model if cj ¼ d. The IV estimand can be decomposed into d ¼ P69
j¼45wjcjwith

weights wj computed from the sample analogs of wj ¼ Cov dj ;Z0ð Þ
Cov J;Z0ð Þ . The instrument is

residualized to account for covariates by regressing Z on all control variables, such

that Z0 ¼ Z � bZ , with bZ being the predicted Z. The IV weights sum to one and are non-
negative if the monotonicity assumption Cov dj; Z

� �
P 0 (or Cov dj; Z

� � � 0) for all j

holds. The OLS weights are defined as wj ¼ Cov dj ;Jð Þ
Var Jð Þ .
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Second, airports are a major source of air pollution due to start-
ing aircraft and extensive ground operations from aircraft and
other vehicles, including transport to the airport (EEA, 2017).
Although none of these operations is affected by landing path
changes, wind conditions determine the diffusion from the source
to the adjacent municipality. Schlenker and Reed Walker (2016)
show that taxiing aircraft at airports cause air pollution in down-
wind municipalities, which produces negative health conse-
quences. To account for the diffusion of airport pollution, I
include the number of hours per day that a municipality is down-
wind relative to the airport as a control variable. Results in the
middle panel of Table 6 in Columns 1–4 show that the baseline
IV estimates of the noise impact on violent crimes are unaffected
by this inclusion. The estimates are of similar size and only slightly
less precise, but still highly statistically significant in the narrow
time window.

Third, air pollution levels and wind conditions are closely
related. The local wind direction determines whether air pollution
from point sources, for example power plants or highways, arrive
at a location (see Herrnstadt et al. (2021)). Deryugina et al.
(2019) show that local wind conditions can predict the concentra-
tion of fine particulate matter. They use the daily county-specific
main wind directions to instrument for particulate matter. I con-
struct similar measures by interacting the municipality fixed
effects with the four main wind direction indicators and include
them as additional controls in the baseline IV specification. The
additional wind controls take up some of the variation from the
instrument, but they should capture most of the variation in air
pollution that appears in a specific location due to local winds.
Results in the middle panel of Table 6 in Columns 5–8 show that
the noise effect on violent crimes become larger but less precise
after controlling for the municipality-specific effects of wind con-
ditions. The effect of noise on the violent crime rate is of somewhat
larger size than in the baseline estimation with statistically
insignificant estimates in the full time window and statistically
significant estimates in the narrow time window.

Fourth, I conduct a direct test of confounding air pollution in the
first-stage relationship. The instrument may be correlated with air
pollution due to local wind conditions, as discussed above. Further-
more, aircraft engine exhaust may pollute the flight paths and
cause a correlation with the instrument.24 For the test, I use
satellite-retrieved pollution measures from the high resolution grid-
ded Level 3 aerosol product at the daily level from Gupta et al.
(2020). The data provides aerosol optical depth (AOD) at the daily
level in a 10 x 10 km grid based on measures from the Moderate Res-
olution Imaging Spectroradiometer (MODIS) on board the NASA
Terra satellite. I match the respective grid cell to each location of
the noise monitors in the main data to obtain the AOD measures.
Non-missing observations are available for dates with a clear
sky.25 In the lower panel of Table 6, I show estimates of the effect
of the instrument on satellite measured AOD (Mean: 0.16, S.D:
0.11). The results for all specifications of the model in the first four
columns are insignificant, both for the full and narrow time win-
dows. To ensure that the smaller samples remain large enough to
detect a first stage, I report the regressions of noise on the instru-
ment using the same samples. The corresponding first stages are
24 While aircraft noise inevitably spreads to the ground, flight-level engine exhaust
does not necessarily reach the ground at the same location. Aircraft partly fly above
the convective boundary layer of air, which is the lower part of the troposphere
within which pollutants mix rapidly, corresponding to roughly the lowest 3,000 ft
above ground (Masiol and Harrison, 2014). Engine exhaust from aircraft may not have
a strong impact on air pollution compared to other ground level sources.
25 While there is a spatial match for all monitors, AOD is only observed for a fraction
of the dates. While the satellite observes every location on every day in the late
morning, the algorithm producing the pollution measure can only correct for cloud
cover to a limited extent.



Table 6
Investigating air pollution.

(1) (2) (3) (4) (5) (6) (7) (8)

Air pollution controls
Dep. var.: Violent crime rate (6a.m.–10p.m.) Violent crime rate (6a.m.–6p.m.)
Noise dB 5.743* 5.565* 6.069* 6.864** 6.410*** 5.876*** 6.203*** 6.014**

(3.146) (3.315) (3.139) (3.399) (1.950) (2.049) (1.960) (2.105)
Observations 13,917 13,917 13,917 13,917 13,917 13,917 13,917 13,917
First-stage F 552.94 628.84 647.71 904.98 550.5 587.96 615.34 770.66

Schlenker and Reed Walker (2016) type control Deryugina et al. (2019) type control
Dep. var.: Violent crime rate (6a.m.–10p.m.) Violent crime rate (6a.m.–10p.m.)
Noise dB 6.130* 6.236* 6.144* 6.423* 10.362 9.993 9.652 9.711

(3.581) (3.713) (3.534) (3.465) (7.131) (7.516) (7.443) (7.470)
Observations 12,904 12,904 12,904 12,904 13,917 13,917 13,917 13,917
First-stage F 384.79 410.11 534.35 1126.73 244.45 251.11 272.58 275.42
Dep. var.: Violent crime rate (6a.m.–6p.m.) Violent crime rate (6a.m.–6p.m.)
Noise dB 6.706*** 6.308*** 6.426*** 6.471*** 10.769** 10.836** 10.835** 10.869**

(2.138) (2.160) (2.169) (2.188) (4.800) (5.286) (5.336) (5.402)
Observations 12,904 12,904 12,904 12,904 13,917 13,917 13,917 13,917
First-stage F 371.43 377.10 541.93 990.41 231.86 225.56 221.79 225.46
Fixed effects X X X X X X X X
Interact FE X X X X X X
Weather X X X X
Wind interactions X X

MODIS satellite aerosol optical depth (AOD) first stage
Dep. var.: AOD (6a.m.–10p.m.)
Instrument 0.009 0.010 0.005 0.007 0.012 0.006 0.009 0.000

(0.009) (0.010) (0.008) (0.008) (0.013) (0.012) (0.012) (0.009)
Dep. var.: AOD (6a.m.–6p.m.)
Instrument 0.013 0.014 0.008 0.009 0.016 0.008 0.013 0.003

(0.009) (0.009) (0.008) (0.008) (0.012) (0.012) (0.011) (0.009)
Dep. var.: Noise dB (6a.m.–10p.m.) – AOD sample
Instrument 3.512*** 3.209*** 3.133*** 3.133*** 2.440*** 2.297*** 3.281*** 3.255***

(0.319) (0.230) (0.227) (0.229) (0.323) (0.329) (0.270) (0.270)
Dep. var.: Noise dB (6a.m.–6p.m.) – AOD sample
Instrument 3.435*** 3.067*** 3.014*** 2.992*** 2.226*** 2.114*** 3.088*** 3.079***

(0.336) (0.225) (0.225) (0.233) (0.317) (0.320) (0.279) (0.285)
Observations 1,220 1,220 1,220 1,220 1,220 1,220 1,108 1,108
Fixed effects X X X X X X X X
Interact FE X X X X X X X
Weather X X X X
Wind interactions X X X
Municipal wind X X
Few clouds X X

NOTES: � 10%, ��5%; � � �1%, clustered standard errors at group-year-quarter level in parentheses. Separate 2SLS regressions of violent crime rates on the instrumented noise
level; first-stage F-values from Kleibergen-Paap rkWald statistics. The Schlenker and ReedWalker (2016) columns control for the number of hours per day that a municipality
is downwind relative to the airport, the Deryugina et al. (2019) columns control for municipality-specific effects of the main wind direction indicators. First stage regressions
for AOD use the same dependent variable for both time periods and vary the explanatory variables. Control variables indicated as Fixed effects include dummies for
municipalities, days of the week, months, and years. Control variables indicated as Interact FE include interactions of the municipality fixed effects with all time indicators.
Control variables indicated as Weather include average air temperature and its square, maximum air temperature, minimum air temperature, minimum ground temperature,
steam pressure, cloud cover, air pressure, humidity, average precipitation, sunshine duration, snow depth, and indicators for state-wide school holidays and public holidays.
Control variables indicated as Wind interactions include mean wind speeds interacted with indicators for each of the four main wind directions.
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somewhat smaller than in the baseline sample but highly statisti-
cally significant throughout all specifications. The results in columns
5 and 6 show that this conclusion does not change when controlling
for the municipality-specific wind directions (the Deryugina et al.
(2019) type control in the above example). Finally, I restrict the sam-
ple further to dates with few clouds, when the quality of the satellite
measures is highest. In columns 7 and 8, I drop dates with a cloud
cover of 5 okta or more and the estimates move slightly toward zero.
In sum, there is little evidence for a confounding effect of air pollu-
tion, suggesting that the particular wind variation exploited for the
instrument only correlates with noise.
6. Conclusion

Noise is one of the most prevalent forms of pollution from traf-
fic and other economic activities. It poses a potential threat to
human health and affects behavior. In this paper, I have shown that
an increase of 33% in perceived noise levels elevates violent crime
15
rates by 6.6%. The causal effect for each dB in noise pollution is an
increase in the violent crime rate by 1.6%. A number of reasons sug-
gests that these estimates are lower bounds. Defensive invest-
ments to block outside noise are likely to be more prevalent in
the vicinity of airports. People living in these areas may also have
learned more effective coping and adaptation mechanisms to deal
with loud background noise, and physiological factors such as par-
tial hearing loss may play a similar role in cushioning the impact.

The total damage from noise and the associated social costs are
important items of evidence, not least for regulators concerned
with noise abatement policies. The social costs of additional violent
crimes from traffic noise are substantial, as shown in Table 7. Based
on the reduced form estimates, an additional 1,033 violence vic-
tims per year are inflicted upon the 4.2 million Europeans exposed
to air traffic noise (EEA., 2019). Total costs from low- and high-cost
scenarios for each violent crime, $26.755 and respectively
$107,020 (McCollister et al., 2010; Ranson, 2014), amount to
between $28 million and $111 million per year from air traffic
noise in Europe.



Table 7
Extrapolated social impacts of noise pollution.

Exposure: Air traffic 4.1 dB Road traffic 2 dB

Scope: Europe Europe U.S.
Exposed in million: 4.2 113 122

Violence victims 1,033 4.445–13,334 4,799–14,396
Low cost scenario $28 mill. $119–357 mill. $128–385 mill.
High cost scenario $111 mill. $476–1,427

mill.
$514–1,541
mill.

NOTES: The low and high cost scenarios are based on a social cost for each crime of
$26.755-$107,020. The range covers costs from simple assaults to aggravated
assault (McCollister et al., 2010; Ranson, 2014). The average cost of violent crimes is
assumed to be 25% of the cost of aggravated assaults as in Ranson (2014), because
separate cost estimates for simple assaults are missing in the literature. The low
impact estimate for road traffic noise assumes a third of marginal effect of the air
traffic estimate, the high impact estimate assumes the same marginal effect. Road
traffic exposure estimates based on EPA (2001) and EEA. (2019).
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The number of people with exposure to road traffic noise levels
above 55 dB is estimated to be around 122 million for the United
States (EPA, 2001)26 and 113 million for Europe (EEA., 2019). Extrap-
olations to road traffic noise impacts should be treated with caution,
even if some evidence points toward comparable effects. Cars and
aircraft produce similar sound profiles on the ground due to the dif-
ference in distance (see Appendix Fig. A6), and noise from both
sources yields negative health effects (WHO, 2011; WHO, 2018). Air-
craft noise estimates reach from the same effect size (for heart dis-
ease and strokes (Van Kamp et al., 2018)) to three times as large
(for sleep disturbances (Basner and McGuire, 2018)) compared to
car noise. Assuming between a third and the same marginal effect
and a reduction in average road traffic noise by 2 dB27, there would
be 4,445–13,334 fewer victims in Europe and 4,799–14,396 fewer in
the United States. The total social costs range from $119 million to
$1,427 million in Europe and $128 million to $1,541 million in the
United States per year. The violence costs from a marginal change
in traffic noise of 2 dB are substantial compared to the total disease
burden from any traffic noise in Europe of roughly €50,000–100,000
million.28 These results also imply that previous measurements of
social costs of noise pollution were too low and that policy-makers
should take that into account in future decisions.

The evidence in this paper may play a role in policy discussions
of adverse noise effects, which have attracted little interest for a
long time. Although the U.S. Noise Control Act recognized noise
pollution as a ”growing danger to the health and welfare of the
Nation’s population” already in 1972 (Noise Control Act of 1972,
Section 2 [42 U.S.C. 4901]), the U.S. Environmental Protection
Agency closed its Office of Noise Abatement and Control in a series
of budget cuts in 1981 and diminished its efforts in noise regula-
tion, research, and knowledge transfer (Shapiro, 1992). The WHO
Regional Office for Europe only recently put noise pollution high
on the agenda again and committed to the provision of public
health advice to protect the population from the adverse effects
of noise (WHO, 2018).29 Noise pollution may deserve similar atten-
26 The report states an incidence of 37% of the population, summing to 122 million
with recent population figures at 331 million.
27 A reduction of car traffic speed in cities by 10 km=h or 6 mph yields a noise
reduction in excess of 2 dB (Danish Road Institute, 2007). More intensive measures
(e.g., the congestion charge in London) can reduce the number of cars and taxis on
roads by 20% (Leape, 2006), which mechanically reduces noise levels.
28 WHO (2011) estimates the total healthy life years lost to at least 1 million in
Europe, and the value of a healthy statistical life year is assumed to be between
€50,000 and €100,000 according to European Commission guidelines (Commission,
2009).
29 After an earlier task force meeting report from 1999 (WHO, 1999), the WHO
Regional Office for Europe increased its efforts to promote noise impact research and
knowledge transfer from 2009 (WHO, 2009; WHO, 2011; WHO, 2012) and in
response to requests from the European Fifth Ministerial Conference on Environment
and Health in Parma, Italy, in 2010.
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tion in research and policy as air pollution has received in recent
decades.

As a more general result, this paper suggests that any econom-
ically relevant behavior may be affected by noise pollution, open-
ing avenues for future research. Moreover, we need to better
understand the effect heterogeneity of different types of intermit-
tent noise disturbances, excessive noise, low background noise,
and noise from different sources to tailor defensive investments
and abatement policies. It is therefore crucial to collect more
high-quality data on ambient noise levels from traffic, production,
and construction, and indoor noise levels from work places and
homes. Modern devices with built-in microphones30 may play a
key role in measuring people’s exposure to noise.
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